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1 Introduction

When I studied the convolution network, I could not figure out how to impliment an error backpropagation for the
Lp pooling. I had found there was a few information about that. Through a discussion with Hiroshi Kuwajima, I
finally figure out the error backpropagation is a simple chain rule of the derivatives. This framework is very general
and easy to understand, but again there was a few explanatoin of the error backpropagation as the simple chain
rule.

2 Notations

Here, I define some notations.
The elementwise sigmoid function is defined by
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I use the symbol, o, for the compositional operation of functions. I also introduce the blackets, [], to specify
the parameters differentiating from the arguments of the function.
fx;0) = [f[O](x), (3)
g(f(x)) = gofouw, (4)
glrl(f16](x)) = glr]o flflox. ()
The one-layer neural network with a sigmoid activation function can be expressed by
c(Wa) = ooplW]oz, (6)
where
pIW@) = pW]ow = Wa, (7)

where p[W] represents the weighted sum or the linear transformation, W' is the weight or the parameters, and «
is the input of the neural network. Here, I ommit to put the bias term to simplify the expression.
The derivatives of the vectors are defined as
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3 Chain rule of the Derivatives

The chain rules of the derivatives can be expressed as
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The chain rule with respect to the parameter can be derived very similary as
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4 Chain Rule of Neural Network (Error Back Propagation)

4.1 Sigmoid Activation

The one-layer neural network can be expresses by the compositional form of the sigmoid activation and the linear
transformation. Namely,

y = o(Wx) =o(p[W](®)) =ocopW]ox, (11)
where
pIW] = We. (12)

Here, I ommit the bias term for the simplification.
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Figure 1: The two expressions of the two-layer neural network.

Using these notation, the two-layer neural nerwork as shown in Fig. 1 can be expressed by

2 = oopW?leoopWWox, (13)



where hidden variables are

z = ooz, (14)
2 = pWoy, (15)
y = ooy, (16)
y = pwWow. (17)
The cost function is defined like the square error. Namely,
L = ZLk where, L = [[tx — zx(z4)]]3 (18)
k

where tj, is the teach data. The training of the network is perfomed by minimizing the cost function with respect
to parameters, {W(l), W(2)}. The chain rule is independent to the cost function. One can consider any kind of
the cost function such as a cross entropy.

Now, it is ready to derive the derivatives of Lj with respect to the parameters by using the chain rule. Once
one can derive the derivatives of Ly, one can obtain the derivatives of L by simply summing up.
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The ”error” of 4, and d, can be propageted layer-by-layer backwardly.
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This chain of chcalculations are called an error back propagation.
Each derivatives are calcularated as follows:
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where ® is the elementwise multiplication, 1 is the column vector whose element is one, and &7 represents the
transpose vector of the vector x.



4.2 Lp Pooling

A Ip pooling is a technique of subsampling which is usually used in a convolutional network. The lp pooling and
its derivatives can be expressed by
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Here, I derive the error back propagation, or the chain rule, of the neural network which includes the lp pooling
as shown in Fig. 2.
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Figure 2: The two expressions of the neural network which includes the lp pooling.

The neural network can be expressed by

: = mogopWow (34)
The hidden variables are
Z = Ipoy, (35)
y = ooy, (36)
y = pW]owx. (37)

The error back propagation described in Section 4.1 is general. One can apply to the Ip pooling as well.
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Then, one can calculate the derivative of the cost function with respect to the parameters W as
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